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Abstract

Radiotherapy plays an increasingly important role in cancer treatment, and
medical imaging plays an increasingly important role in radiotherapy. Mag-
netic resonance imaging (MRI) is poised to be a major component in the
development towards more e�ective radiotherapy treatments with fewer side
e�ects. This thesis attempts to contribute in realizing this potential.

Radiotherapy planning requires simulation of radiation transport. The nec-
essary physical properties are typically derived from CT images, but in some
cases only MR images are available. In such a case, a crude but common
approach is to approximate all tissue properties as equivalent to those of
water. In this thesis we propose two methods to improve upon this ap-
proximation. The �rst uses a machine learning algorithm to automatically
identify bone tissue in MR. The second, which we refer to as atlas-based re-
gression, can be used to generate a realistic, patient-speci�c, pseudo-CT di-
rectly from anatomical MR images. Atlas-based regression uses deformable
registration to estimate a pseudo-CT of a new patient based on a database
of aligned MR and CT pairs.

Cancerous tissue has a di�erent structure from normal tissue. This a�ects
molecular di�usion, which can be measured using MRI. The prototypical
di�usion encoding sequence has recently been challenged with the introduc-
tion of more general gradient waveforms. To take full advantage of their
capabilities it is, however, imperative to respect the constraints imposed
by the hardware while at the same time maximizing the di�usion encoding
strength. In this thesis we formulate this as a constrained optimization
problem that is easily adaptable to various hardware constraints.
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1
Introduction

�SSS�Start Simple, Stupid!�

Thomas Schön (1977�)

Cancer. The word itself seems frightening. One in three Swedes is expected
to develop cancer at some point [56]. Yet, there is hope. Taken over all
cancer types, the 5-year survival ratio relative to the general population is
about 65%�and improving [66, 67]. Surgery is the most common treatment
form, but radiotherapy plays an increasingly important role [48, 56].

Improvements in radiotherapy, in turn, go hand in hand with those in med-
ical imaging. Today's radiotherapy work�ow is based on X-ray computed
tomography (CT). Magnetic resonance imaging (MRI) is, however, rapidly
being introduced due to its superior soft tissue contrast and the possibil-
ity of using it to image physiological processes [65]. Although MRI is likely
to�by and large�improve radiotherapy, it is not without its own set of un-
certainties. It is my humble hope that this thesis will contribute to reducing
these uncertainties.

Upon reading this thesis you will be taken on a tour�or what might at
times seem like a detour�of the technical details of magnetic resonance
imaging and radiotherapy. There is a risk that we forget why we are doing
this. At such times, we must remind ourselves not to lose sight of our
ultimate goal�to cure cancer.

1.1 Outline

This thesis consists of a background part followed by three research pa-
pers. The background part, in turn, consists of three chapters. Chapter 2
provides a general background on radiotherapy: from the principles of how
ionizing radiation interacts with biological matter to how treatment plans
are designed. Chapter 3 covers the physics behind the magnetic resonance
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phenomena and how it can be used to generate images with various con-
trasts. Finally, chapter 4 describes how magnetic resonance can be used to
probe translational motion on the microscopic level.
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1.3 Abbreviations

This table lists some of the abbreviations that are used in this thesis, along
with their meanings.

ADC Apparent Di�usion Coe�cient
CPU Central Processing Unit
CSF Cerebrospinal Fluid
CT Computed Tomography
dMRI Di�usion Magnetic Resonance Imaging
DTI Di�usion Tensor Imaging
FFT Fast Fourier Transform
FID Free Induction Decay
GE Gradient Echo
GM Gray Matter
GPU Graphics Processing Unit
MR Magnetic Resonance
MRI Magnetic Resonance Imaging
NMR Nuclear Magnetic Resonance
PD Proton Density
PFG Pulsed Field Gradient
RF Radio Frequency
SE Spin Echo
SBRT Stereotactic Body Radiation Therapy
SNR Signal to Noise Ratio
SQP Sequential Quadratic Programming
SRS Stereotactic Radiosurgery
SVM Support Vector Machine
WM White Matter
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Radiotherapy

�The dose makes the poison�

Paracelsus (1493�1541)

Radiotherapy is the therapeutic use of ionizing radiation, often with the
intent to kill a tumor while minimizing damage to healthy surrounding
tissue.

In 2003, the Swedish Council on Technology Assessment in Health Care
(SBU) evaluated the role of radiotherapy in the treatment of tumors [56].
It was concluded that radiotherapy has an important role in the cure and
palliation of many cancer types�contributing to cure in about 40% of the
patients. Radiotherapy is also a highly cost-e�ective treatment [50]. In
the future, the rapid technological developments of the entire radiotherapy
process is expected to further increase its importance [63, 64].

This chapter provides a general background on radiotherapy: from the prin-
ciples of how ionizing radiation interacts with biological matter to how
treatment plans are designed.

2.1 Radiobiology

This chapter will provide an overview of how ionizing radiation interacts
with living tissue, a �eld called radiobiology. The presentation that will
follow covers the predominant view in radiobiology, although it is an active
�eld of research where studies emphasizing di�erent biological mechanisms
have received signi�cant attention [22, 55].

2.1.1 Cellular damage caused by ionizing radiation

Ionizing radiation primarily a�ects the cell by causing single- or double-
strand breaks in its DNA, see �gure 2.1. A single-strand break is when
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(a) (b)

Figure 2.1: Ionizing radiation causes single- and double-strand breaks in the
DNA.©Elekta

one strand of the DNA-helix is destroyed. Since the opposing strand can
be used as a template, single-strand breaks are easy to repair. This is not
possibly with double-strand breaks, which are more di�cult to repair. You
can picture this as if the DNA-helix was a railway: a missing piece on one
side and a train may still pass, but if both sides are missing you're in for a
bumpy ride.

Failure to repair DNA damage may stop the cell's normal function and
proliferation capacity, although it can take months until cell death actually
occurs.

Di�erent types of radiation interact with matter in di�erent ways. A heavy
charged particle moves in a straight track with dense interactions, while a
photon's interactions are sparse and often scatters the photon in di�erent
directions. Because of their large mass and electric charge, protons and
heavier ions are much more likely to cause a double-strand break compared
with the sparsely ionizing photon, and therefore ions are more e�cient in
killing cells than photons, as shown in �gure 2.2. The larger the mass of
the ion, the more e�ciently cells are killed.

Although radiation energy is deposited in discrete events on a microscopic
level, it is convenient to describe it using the local average of the energy
depositions on a macroscopic scale. This is done with the quantity absorbed
dose�or simply dose�that describes the average energy absorbed by a mass
of e.g. tissue or water. Absorbed dose is expressed in the unit of Gray (Gy).
One Gy is the absorption of one Joule (J) per kilogram (kg) of mass.
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Figure 2.2: The large mass and electric charge of heavy ions make them more
e�cient at killing cells than photons. ©Elekta

Gamma radiation is another name for highly energetic photons. As a rule
of thumb, one third of the DNA damage caused by gamma radiation is from
direct photon interaction, whereas the remaining two-thirds of the damage
is caused by free radicals induced by the radiation.

In the case of gamma radiation, one Gy of absorbed dose in tissue will
cause approximately 1 000 single-strand breaks, 40 double-strand breaks
and a large amount of other aberrations in the DNA [72]. Damage in the
double helix of the DNA may at subsequent cell divisions lead to cell death.

2.1.2 The �ve R's of radiobiology

Almost a century of research on the biological basis of radiotherapy has
revealed �ve factors that are critical in determining the net e�ect of radio-
therapy on tumors [10, 12, 61, 75]. They are as follows:

� Repair - the ability to repair sublethal cellular damage varies between
cell types.

� Redistribution - cells are more or less radiosensitive depending on the
phase of their cell cycles.

� Repopulation - cells proliferate over time.

� Reoxygenation - presence of oxygen increases radiosensitivity.

� Radiosensitivity - di�erent cell types have di�erent intrinsic radiosen-
sitivity.
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Figure 2.3: The e�ectiveness of the cell's DNA repair system means that
the probability of killing cells reduces as the dose rate decreases.
©Elekta

Each of these e�ects can work both ways. For example, if a given dose
of radiation is divided into a number of fractions, then redistribution and
reoxygenation may over time redistribute surviving tumor cells into more
sensitive states, increasing overall cell kill. On the other hand, because
of repair and repopulation, cells recover and proliferate, increasing overall
cell survival. Modern radiotherapy strives to manipulate these e�ects to
maximize tumor cell kill while avoiding normal tissue toxicities.

We will now survey each of these e�ects in some more detail.

Repair

Our DNA constantly su�ers damage from both internal and external fac-
tors. As a consequence, DNA repair processes are always active. Their
e�ectiveness means that if the dose rate (dose per unit time) decreases, the
total dose required to achieve the same probability of cell kill increases.
This is illustrated in �gure 2.3. The size of the e�ect depends on the cell
type, but tumor cells are often less e�cient at repairing than normal cells.

Repair processes are particularly relevant if the dose rate is low, the irradi-
ation time is long or if the treatment is spread out over time.
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Figure 2.4: The life cycle of a dividing cell consists of four phases. ©Elekta

Redistribution

The life cycle of a dividing cell consists of four phases [5], shown in �gure
2.4:

� G1 � preparation for DNA replication

� S - synthesis, DNA is replicated

� G2 - preparation for mitosis

� M - mitosis (cell division)

The sensitivity to radiation varies with phases of the cell cycle. As can
be seen in �gure 2.5, the cell is most resistant to radiation during DNA
replication and most sensitive during mitosis.

By fractionating the treatment, i.e. dividing the total dose into a number
of fractions spread out over time, tumor cells that were in a relatively radio-
resistant phase of the cell cycle during one fraction may cycle into a sensitive
phase of the cycle before the next fraction is given.

Repopulation

Cells proliferate over time. However, the rate of proliferation varies widely
depending on the cell type. In particular, cancer is characterized by uncon-
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Figure 2.5: A cell's sensitivity to radiation depends on its phase in the cell cycle.
©Elekta

trolled cell growth. If a treatment is fractionated there is a risk that the
tumor repopulates.

Reoxygenation

To sustain its rapid growth, a tumor requires more oxygen (and nutrients)
than healthy tissue and�although promoting blood vessel growth [29, 30]�
often outgrows its blood supply, leaving portions of the tumor with regions
where the oxygen concentration is signi�cantly lower than in healthy tissues.
Tumor hypoxia is when tumor cells are deprived of oxygen.

The presence of molecular oxygen increases DNA damage through the for-
mation of oxygen free radicals [28]. Moreover, hypoxia induces proteome
and genome changes that may have a substantial impact on radioresistance
[32, 70]. Because of these e�ects, about three times as large radiation dose
is required to achieve the same level of cell kill under hypoxic conditions as
under normal conditions [23].

Even when only a small part of tumor is hypoxic, the e�ect of radiation is
impaired. This is illustrated in �gure 2.6, that shows the surviving fraction
of cells as a function of dose in a mixed population of cells of di�erent
hypoxic content.

When radiosensitive well-oxygenated tumor cells die as a result of irradia-
tion, oxygen becomes available to the hypoxic cells. This mechanism can
be taken advantage of by fractionating the treatment.
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Figure 2.6: Regions in the tumor deprived of molecular oxygen (hypoxia) makes
it more radioresistant. ©Elekta

Radiosensitivity

There is an inherent di�erence in radiosensitivity between di�erent cell types
[16, 19]. The most sensitive cells are those that are undi�erentiated (stem
cells), well nourished, dividing quickly and highly active metabolically. Al-
though not universally true, tumor cells are more radiosensitive than the
majority of body cells.

2.2 Radiotherapy modalities

Radiotherapy can be carried out with a radiation source placed either inside
the body (brachytherapy) or outside the body (external beam radiother-
apy).

In brachytherapy, radioactive sources are placed temporarily or perma-
nently. Temporary sources are usually placed with the help of a hollow
tube, called an applicator, positioned close to or inside the target.

In external beam radiotherapy, the patient typically lies on a couch while
an external source directs an energetic beam at the target. External beam
radiotherapy with gamma radiation (photons) is, by far, the most common
type of radiotherapy. In particle therapy, another form of external beam
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Figure 2.7: The Leksell Gamma Knife®is a machine for stereotactic radio-
surgery that irradiates cerebral targets with narrow high-energy
beams of gamma radiation from many directions. ©Elekta

radiotherapy, beams of energetic protons, neutrons or heavier ions are used.

Stereotactic treatments refer to external beam radiotherapy where large
doses are delivered in a few fractions with exceptionally high targeting accu-
racy. A distinction is often made between Stereotactic radiosurgery (SRS),
where the target is in the brain or spine, and stereotactic body radiation
therapy (SBRT) where the target is elsewhere in the body.

This thesis was written mainly with applications to stereotactic radiosurgery
in mind.

2.2.1 Stereotactic radiosurgery

In 1951, the concept of radiosurgery was introduced by the Swedish neu-
rosurgeon Lars Leksell as A �single high dose fraction of radiation, stereo-
tactically directed to an intracranial region of interest� [42]. Although its
scope has broadened over the years, the crucial role of precise targeting in
stereotactic radiosurgery remains the same.

The heritage of Lars Leksell lives on in the Leksell Gamma Knife®, a
machine for SRS that irradiates cerebral targets with narrow high-energy
beams of gamma radiation from many directions, see �gure 2.7. At the
beams intersection, energy from all beams is delivered to the cells. Outside
that region, the radiation dose decreases rapidly. This, together with the
exceptional targeting accuracy of such a SRS system, enables the delivery
of a large, and yet localized, dose to the target while minimizing dose to
the surrounding normal tissue.

Although there is strong clinical evidence for the e�ectiveness of stereotactic
radiosurgery [6, 44, 45, 46], its radiobiological e�ects are not completely
understood. There's an ongoing debate whether additional e�ects to the
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Figure 2.8: Radioactive decays of Cobalt-60, which is used in the Gamma Knife.
©Elekta

ones described in section 2.1.2 come into play for SRS and SBRT [9, 12, 38,
53].

2.3 Physics of Cobalt-60 radiation

In the Gamma Knife, radiation is produced by the radioactive decay of
Cobalt-60 (60Co) sources. Radioactivity is the process whereby unstable
atoms release their energy, generally by emitting massive particles or pho-
tons, in order to reach its stable, non-radioactive, state. This transition
from an unstable atom to the �nal stable state can include several steps.
At each such step energy is radiated.

Figure 2.8 depicts how 60Co releases its excess energy. One of the neutrons
of the 60Co nucleus transforms, through weak interaction, into a proton
and an electron. The electron is instantly emitted by the nucleus, but never
reaches the patient since it is absorbed by matter in the radiation source.
By this process the 60Co nucleus transforms into a new element, Nickel-
60 (60Ni). The nucleus of 60Ni instantly emits two gamma photons with
energies of 1.17 and 1.33 MeV, respectively.

Each radionuclide has a characteristic half-life. The half-life of 60Co is
5.27 years. In practice this means that after little more than �ve years
the radioactivity is only half of the initial radioactivity and the irradiation
time required to achieve a certain dose is doubled. Treatment times are
prolonged accordingly, meaning that fewer patients can be treated per day,
thus sources need to be replaced.
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Figure 2.9: Gamma radiation used in external beam radiotherapy mainly inter-
acts with tissue via Compton scattering, a process where the incom-
ing photon scatters inelastically against an electron. ©Elekta

2.3.1 Energy deposition in photon beams

In conventional external beam radiotherapy as well as stereotactic radio-
surgery with the Gamma Knife, the radiation consists of photons in the
MeV range. In this energy range, the interaction with tissue occurs mainly
via a process called Compton scattering, shown in �gure 2.9. In short,
Compton scattering is an interaction in which the incoming photon scat-
ters inelastically against an electron. The energy imparted to the electron
makes it recoil and it is thereby ejected from the atom. The remaining part
of the energy is emitted as a scattered photon in a di�erent direction than
the electron, such that the overall momentum is conserved.

The recoiling electron ionizes and excites atoms along its trajectory until its
kinetic energy is lost. Since the mean free path of the electron is signi�cantly
shorter than that of the scattered photon, its energy is deposited far more
locally. Therefore it is common to make a distinction between primary dose,
deposited by the electron close to the place of interaction, and secondary
dose due to the scattered photon, which also eventually gives of its energy
by electron interactions.
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2.4 Treatment planning

In radiotherapy, treatment planning is the�almost entirely computer based�
process in which a team of medical personnel develop a patient-speci�c ra-
diotherapy treatment plan. Typically, medical images acquired with Com-
puted Tomography (CT) or magnetic resonance imaging (MRI) are used to
create a patient model in which additional information such as the treat-
ment target and the spatial distribution of the dose is overlaid.

Broadly speaking, treatment planning consists of two main steps: deciding
what to treat and how to treat it. The target, and organs at risk, are spec-
i�ed by delineating them on a primary set of images. Often supplementary
sets of images are also used. Next, a decision is made on the desired dose
to the target and possibly also what doses that can be tolerated in the
organs at risk. The clinician then attempts to realize this plan, either by
manually specifying the machine parameters (forward planning) or using an
optimization procedure (inverse planning). This process is interlaced with
simulations of how the dose will be deposited given the current machine
parameters.

Today, CT is the mainstay of the radiotherapy work�ow [65]. However, the
superior soft tissue contrast of MRI already makes it the preferred modality
for a number of anatomical locations such as the brain, abdomen and pelvis.
This is why stereotactic radiosurgery�contrary to general radiotherapy�
has a tradition of planning primarily on MR images. There is currently
a strong movement towards MR based radiotherapy [65], fueled also by
the possibility of using MRI for so called functional imaging, i.e. imaging
physiology instead of anatomy.

One hurdle that an entirely MR based work�ow has to overcome�and which
is the motivation of papers I and II�is how to do dose calculations when
a CT is not available. To understand why this is an issue, the next section
describes how CT based dose calculations are done.

2.4.1 Dose calculations

The dose quanti�es the radiation energy delivered to the tissue. As de-
scribed in section 2.1.2, the dose directly relates to the survival probability
of irradiated cells and so plays a key role in treatment planning. The spatial
distribution of the dose, given a set of machine parameters, can be estimated
by a range of di�erent algorithms. The choice of algorithm involves a trade-
o� between computational speed and accuracy. The simplest (and fastest)
dose calculation algorithms approximate all tissue as water�a reasonably
good approximation for soft tissue in homogeneous regions [15, 54] but less
so in heterogeneous regions [76].
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To correct for tissue heterogeneity, more accurate dose calculation algo-
rithms use the Houns�eld units (HU) provided by CT data. As described
in section 2.3, the incoming photons mainly interact with electrons in the
tissue atoms through Compton scattering. In the energy range of radio-
therapy, the linear attenuation coe�cient for Compton scattering is almost
completely dependent on the electron density [20, 59]. For MR, on the other
hand, there is no relation between image values and electron density.

Houns�eld units have two calibration points, water and air, which are set
to 0 and -1000 HU. Conversion from arbitrary Houns�eld units to electron
density can be done using semi-empirical formulas [20, 37] or via a tissue
look up table [33, 34]. Proton and ion beams interact with tissue in a variety
of ways, each with a di�erent relationship to the material characteristics
obtained from CT [47]. This implies that for protons and ions, the ability
to precisely de�ne tissues based on CT scans has a signi�cant impact on the
accuracy of dose calculations [36, 58]. For MR, on the other hand, there is
no relation between image values and electron density.

There are two major types of dose calculation algorithms that take tissue
heterogeneity into account: superposition-based [2] and Monte Carlo-based
[60]. In all of the approaches using heterogeneity corrections, the computa-
tionally intense part is simulation of the electron transport.

Superposition-based algorithms convolve the energy released by a photon
with pre-computed energy deposition kernels that are scaled with density.
In a pencil beam algorithm [4, 39], the precalculated dose distribution from
a single ray of photons in water is scaled with the density distribution along
the ray, disregarding lateral variations. Collapsed cone algorithms [3] also
take lateral variations into account and are thus more accurate.

Monte Carlo methods are stochastic methods that explicitly simulate the
transport of a large number of particles, successively building up an accu-
rate estimate of the dose distribution. Monte Carlo methods are considered
the gold standard for dose calculations in radiotherapy [20, 37]. Their com-
putation complexity is, however, an obstacle to the routine use of Monte
Carlo in a clinical setting, although signi�cant advances have been made by
using variance reduction techniques and taking advantage of the graphical
processing unit (GPU) to speed up computations [31].
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Magnetic resonance imaging

�Mathematics is not a spectator sport�

George M. Phillips (1938�)

Since its introduction in the 1970s, magnetic resonance imaging (MRI) has
evolved into an indispensable tool for medical imaging. Its excellent soft
tissue contrast and inherent patient safety [21] makes MRI preferable to
other modalities, such as computed tomography (CT), for a range of imaging
tasks. This is certainly true for many diagnostic applications, but MRI also
has a prominent role in radiotherapy planning [65].

Clinical MR scanners create a magnetic �eld with typical strengths of 1.5
or 3 Tesla (T)�about 50 000 times stronger than Earth's magnetic �eld�
to amplify the e�ect of a quantum mechanical phenomena known as nu-
clear magnetic resonance (NMR). It is based on the fact that protons and
neutrons, that make up every atomic nucleus, have an intrinsic quantum
property called spin. These spins align either parallel or anti-parallel with
an external magnetic �eld. There is a slight energy di�erence between the
two states�corresponding to the energy of a radio frequency (RF) photon.
This implies that radio frequency emitters and receivers can be used to
probe the image subject, and measure the strength of the re-emitted signal
from di�erent areas. Among biologically relevant elements, this e�ect is by
far easiest to make use of for hydrogen, as it is both the most abundant
and the one with strongest interaction with an externally applied magnetic
�eld.

Since nuclear magnetic resonance is an intrinsically quantum mechanical
phenomena, a thorough description of the signal origin requires a quantum
mechanical perspective [1, 13, 26]. Such a description is given in the follow-
ing section, readers unfamiliar with quantum mechanics may instead refer
to texts providing a classical treatment (which is perhaps more intuitive
but can be misleading) [43, 49]. The rest of the chapter then describes how
the magnetic resonance phenomena can be utilized to generate images with
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various contrasts.

3.1 The origin of the MR signal

Nuclear magnetic resonance is based on a quantum mechanical property
called spin: an intrinsic angular momentum carried by elementary particles�
of which the proton is of primary interest. The proton has spin 1/2, which
means that measuring, say, the z component of its spin angular momentum
S can return either plus or minus 1

2 h̄ (`spin up' or `spin down'), where h̄ is
Planck's constant divided by 2π. The spin is directly tied to the magnetic
moment µ of the particle. For a proton at rest, the relation is given by

µ = γS, (3.1)

where γ = 42.58 MHz/T is the gyromagnetic ratio. In general, the gyro-
magnetic ratio is di�erent for di�erent particles. The existence of a magnetic
moment means that the particle will be a�ected by an external magnetic
�eld. More precisely, the potential energy E of a proton in an external
magnetic �eld B = Bẑ is

E = −µ ·B. (3.2)

The corresponding Hamiltonian operator can, in matrix form, be written as

H = −γBSz =

(
−1

2 h̄ω0 0
0 1

2 h̄ω0

)
. (3.3)

The quantity ω0 = γB is called the Larmor frequency, for a reason soon to
be explained. It follows by inspection that the Hamiltonian (3.3) has the
eigenstates

ψ↑ =

(
1
0

)
, ψ↓ =

(
0
1

)
, (3.4)

with the corresponding eigenvalues

E↑ = −1

2
h̄ω0, E↓ =

1

2
h̄ω0, (3.5)

which shows that the energy is lowest when the magnetic moment is aligned
with the external �eld. This splitting of the energy levels is known as the
Zeeman e�ect.

The time-evolution of the magnetic moment follows from the time-dependent
Schrödinger equation [25],

ih̄
∂ψ

∂t
= Hψ. (3.6)
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Figure 3.1: The expected value of the magnetic moment 〈µ〉 is tilted at a con-
stant angle α to the direction of the external magnetic �eld and
precesses about it with the Larmor frequency ω0.

Expanding ψ(t) using the eigenstates (3.4) gives

ψ(t) = c↑ψ↑ e
−iE↑t/h̄ + c↓ψ↓ e

−iE↓t/h̄ =

(
c↑ e

iω0t/2

c↓e
−iω0t/2

)
, (3.7)

where the constants c↑ and c↓ are determined by the initial conditions. From
the normalization requirement, it follows that a natural way of rewriting
these are as c↑ = cos(α/2) and c↓ = sin(α/2) for a �xed angle α. For a spin
1/2 particle α = ±54.44◦ [43]. Since the magnetic moment µ is related to
S by a constant, we �nd that its expected value is

〈µx〉 = γψ(t)† Sxψ(t) =
γh̄

2
sinα cos(ω0t), (3.8)

〈µy〉 = γψ(t)† Sy ψ(t) = −γh̄
2

sinα sin(ω0t), (3.9)

〈µz〉 = γψ(t)† Sz ψ(t) =
γh̄

2
cosα. (3.10)

As illustrated in �gure 3.1, this means that 〈µ〉 is tilted at a constant angle
α to the direction of the external magnetic �eld and precesses about it with
the Larmor frequency ω0.

From equation (3.2), we have that the energy di�erence between the spin
up and spin down states is ∆E = h̄ω0. Now�according to the Maxwell-
Boltzmann theory in statistical mechanics�the probability of �nding the
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system in a state with energy ε when in thermal equilibrium with a reservoir
at temperature T (body temperature) is given by

p(ε) =
e−ε/kBT

Z
, (3.11)

where the partition function Z serves as a normalization factor and kB is
Boltzmann's constant. Consequently, there is a larger probability of �nding
a proton in the low energy state, i.e. with spin parallel to the magnetic �eld
(spin up).

At physiological temperatures and with a magnetic �eld of 1 T, there are
about 3 spins per million more in the low energy state. This might not
seem much, but considering that the number of protons in a sample, N , is
on the order of Avogadro's constant (6.022 · 1023) it produces an observable
magnetic moment.

The excess number of protons in the low energy state produces a net mag-
netization M = N〈µ〉. At equilibrium, it points in the direction of the
magnetic �eld, referred to as the longitudinal magnetization Mz. The com-
ponent of the magnetization orthogonal to the external magnetic �eld is
called the transverse component; it is often expressed using the complex
notation Mxy = Mx + iMy. At equilibrium it is zero, as the spins are ran-
domly oriented in the xy-plane and their magnetic e�ects therefore cancel
each other.

3.2 Excitation and relaxation

In the previous section, we saw how nuclear magnetism can be used to pro-
duce a net magnetization in a sample. Creating an actual image is all about
manipulating this net magnetization. This is where the resonance part of
magnetic resonance imaging comes in; only photons with an energy that
exactly matches the energy di�erence between the spin states can in�uence
the spin. Such photons are typically in the radio frequency (RF) range for
magnetic �elds on the order of 1 T. To see how RF pulses a�ect the net
magnetization, �rst consider a coordinate system that rotates about the
z-axis at the Larmor frequency,

x̂′ = x̂ cos(ω0t)− ŷ sin(ω0t), (3.12)

ŷ′ = x̂ sin(ω0t) + ŷ cos(ω0t), (3.13)

ẑ′ = ẑ. (3.14)

Assuming that the radio frequency pulse is left circularly polarized and has
a time-dependent magnetic �eld strength B1(t) its associated magnetic �eld
can be written simply as B1(t) = B1(t)x̂′. From a derivation similar to the
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one for the static case, one may show [1, 26] that the expected value of the
magnetic moment after applying the pulse for a time τ are

〈µx′(τ)〉 = 〈µx′(0)〉, (3.15)

〈µy′(τ)〉 = 〈µy′(0)〉 cos θ + 〈µz′(0)〉 sin θ, (3.16)

〈µz′(τ)〉 = −〈µy′(0)〉 sin θ + 〈µz′(0)〉 cos θ, (3.17)

where we have introduced the �ip angle

θ =

∫ τ

0
γB1(t) dt. (3.18)

Thus, the RF pulse rotates the magnetization about its axis (here x′) with
an angle given by the �ip angle.

When the pulse is turned o� the sample will start to relax to its equilib-
rium state. This happens at di�erent time scales for the transverse and
longitudinal magnetization. Longitudinal magnetization, with characteris-
tic time T1, is limited by how fast the excited spins release their energy to
the surrounding lattice. Transverse relaxation, with characteristic time T2,
is the gradual loss of precessional coherence, in other words the precessional
frequencies of the individual spins spread out over time. Both relaxation
processes are usually ascribed to time-dependent microscopic �uctuations
in the magnetic �eld arising from the ever-present thermal motion [1].

The relaxational e�ects are captured by the phenomenological Bloch equa-
tions which, in the rotating frame, can be written as

dMz′

dt
= −Mz′ −M0

z

T1
, (3.19)

dMx′y′

dt
= −

Mx′y′

T2
, (3.20)

where M0
z is the longitudinal magnetization at thermal equilibrium. Equa-

tion (3.19) yields an exponential regrowth of the longitudinal magnetization,
according to

Mz′(t) = M0
z (1− e−t/T1) +Mz′(0)e−t/T1 , (3.21)

where Mz′(0) is the longitudinal magnetization along the z′-axis immedi-
ately after the RF pulse. Similarly, equation (3.20) results in an exponential
decay of the transverse magnetization

Mx′y′(t) = Mx′y′(0)e−t/T2, (3.22)

where Mx′y′(0) is the transverse magnetization immediately after the RF
pulse. The precession of the transverse magnetization in the stationary
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Figure 3.2: Examples of MR images with contrast primarily due to variations in
T1, T2 or proton density (PD). The left image shows an axial section
of a brain whereas the center and right ones show coronal sections.

Tissue type T1 (ms) T2 (ms)
White matter (WM) 600 80
Gray matter (GM) 950 100
Cerebrospinal �uid (CSF) 4500 2200
Muscle 900 50
Fat 250 60

Table 3.1: Typical values of T1 and T2 for some di�erent tissue types in a mag-
netic �eld of strength 1.5 T [26].

coordinate frame, Mxy = Mx′y′e
−iω0t, can be detected by an antenna coil

via induction. This is what constitutes the signal in MRI!

The contrast in MR images stems from the tissue dependence of the proton
density and the relaxation times T1 and T2. Scans that primarily achieve
contrast from di�erences in T1, called T1-weighted scans, achieve a strong
signal from fat, gray matter and white matter, whereas the signal from the
cerebrospinal �uid (CSF) is weak. T2-weighted scans, on the other hand,
display a strong response from CSF and intermediate response from fat, gray
matter and white matter. Figure 3.2 illustrates the di�erent appearances of
T1-, T2- and proton density (PD) weighted MR images. Some typical values
of the relaxation times are shown in table (3.1). Bone has an extremely short
T2 relaxation time, 0.4�0.5 ms , which makes it technically di�cult�but not
impossible�to measure [57, 73, 74]. Because of the short relaxation time,
conventional MRI sequences result in a very weak response from bone, thus
making it di�cult to distinguish from air (which has a low signal because
of its low proton density). For applications in radiotherapy, this can be
troublesome since bone is the material which attenuates radiation the most
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and air barely attenuates it at all.

The presence of inhomogeneities in the external magnetic �eld can accel-
erate the transverse relaxation, making its e�ective characteristic time T ∗2
machine-dependent. The sequence in which RF pulses and magnetic �eld
gradients are applied makes the signal dependent on either T2 or T ∗2 . This
is the subject of the next section.

3.3 Pulse sequences

There are three basic contrast mechanisms in MRI: T1 relaxation, T2 relax-
ation and proton density (PD). Although it is possible to apply an RF pulse
and simply measure the signal as the magnetization returns to equilibrium,
referred to as Free Induction Decay (FID), this is not what is typically done.
As alluded to in the previous section, a clever application of RF pulses and
magnetic �eld gradients makes it possible to accentuate a contrast mecha-
nism of choice.

This section will �rst describe the gradient system of an MR scanner, which
is crucial both for contrast selectivity and, as will be shown later, for spa-
tial encoding of the signal. Then, we will describe two fundamental pulse
sequences, the spin echo and the gradient echo, and look at how di�erent
pulse parameters result in images with di�erent contrast.

3.3.1 Gradients

The system generating magnetic �eld gradients usually consists of three or-
thogonal gradient coils that generate a time-varying magnetic �eld B(r, t) =
(Bx, By, Bz). Because of the much stronger static magnetic �eld B0 = B0ẑ,
only the part of B parallel with the ẑ-axis will make a signi�cant contribu-
tion to the total magnetic �eld [13]. Moreover, the gradients are designed
to generate a magnetic �eld that varies linearly with the position r. This
means that it is usually su�cient to describe them by G(t) = ∇rBz(r, t).

The usefulness of a spatially varying magnetic �eld comes from the fact
that the Larmor frequency, ω = γB, depends on the local magnitude of the
magnetic �eld. Thus, a spatially varying magnetic �eld implies a spatially
varying frequency

ω(r) = γ(B0 + r ·G). (3.23)

Important speci�cations for a gradient system include the maximum gradi-
ent strength and the rate at which the gradient strength can be changed,
referred to as the slew rate. Today's clinical scanners have a maximum
gradient strength on the order of 50 mT/m (millitesla per meter) and a
slew rate on the order of 100 mT/m/s. Depending on the application, these
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speci�cations may have a strong impact on image quality and/or acquisition
time. This was one of the driving factors for the pulse sequence optimization
described in paper III.

3.3.2 Echoes

Echo sequences consists of two equally long parts: a dephasing part and a
refocusing part. The two fundamental types of echo sequences, spin echo
(SE) and gradient echo (GE), di�er in how this dephasing and refocusing
is achieved. Both, however, begin with an RF excitation pulse. A spin
echo always uses a 90◦ �ip angle whereas the �ip angle can be varied in a
gradient echo. Spin echoes produce images of higher quality but are less
�exible than gradient echoes.

Spin echo

To create a spin echo, the spins are allowed to dephase naturally after the
90◦ pulse. After a time τ , a 180◦ RF pulse is applied, reversing the phase
angles. An echo is formed when the spins are back in phase again, which
happens at the echo time TE = 2τ . This phase reversal trick removes the
e�ects of any magnetic �eld inhomogeneities, so the echo height will only
depend on T2 (not T ∗2 ).

Gradient echo

To create a gradient echo, a gradient is �rst applied during a time interval
τ immediately following the excitation pulse. This causes rapid dephasing
of the spins. Then the opposite gradient is applied, which rephases the
spins. As before, the spins are back in phase again at the echo time TE =
2τ , forming an echo. Contrary to spin echoes, gradient echos do not fully
compensate for the inhomogeneity of the magnetic �eld, so the echo height
depends on T ∗2 . On the other hand, gradient echoes are more �exible since
it is possible to vary the �ip angle.

3.3.3 Pulse parameters

To increase the signal-to-noise ratio (SNR) of MR images, it is common
to repeat the same sequence a number of times and average the results.
To retain signal strength, however, the longitudinal magnetization must be
allowed to recover between repetitions. This places a restriction on the
number of times a sequence can be repeated during a given time interval. It
is possible to use a repetition time TR such that the longitudinal magneti-
zation only recovers partially between repetitions. After a while the same,
steady-state, magnetization will be reached immediately before the next
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repetition starts. From the Bloch equations, (3.19) and (3.20), it is possible
to show that, when using a �ip angle θ, the steady-state magnetization is

M ss
z′ = M0

z

(
1− e−TR/T1

)
1− cos(θ)e−TR/T1

, (3.24)

M ss
x′y′ = M0

z

(
1− e−TR/T1

)
1− cos(θ)e−TR/T1

sin(θ)e−TE/T
∗
2 . (3.25)

For a spin echo, these expressions can be simpli�ed since θ = 90◦. Also, T ∗2
is then replaced by T2. We see that the repetition time is related to the T1

relaxation and the echo time is related to the T2 relaxation.

3.4 Signal localization

If we were to apply a pulse sequence as described up to this point, we would
get back the combined signal from every spin in the sample�that is not an
image! To obtain an image it is necessary to encode where in the sample
a signal comes from. This can be achieved with the help of the magnetic
�eld gradients G. Signal localization involves two main steps: selective
excitation and spatial encoding.

Selective excitation

In order to only excite a selected part of the volume, a gradient is applied
during the RF pulse. Recall that this creates a spatially varying precession
frequency,

ω(r) = γ(B0 + r ·G). (3.26)

Only the protons at spatial locations where the precession frequency matches
the RF frequency will be excited.

Spatial encoding

After a part of the volume has been excited, spatial information can be
encoded into a signal during the free precession period. To see how, we �rst
introduce what is called the k-space formalism. A spin located at position r
subjected to a time-varying gradient G will, in the rotating frame, acquire
the phase

Φ(r, t) =

∫ t

0
γr ·G(t′) dt′ = r · γ

∫ t

0
G(t′) dt′ = r · k, (3.27)

where we have introduced

k = γ

∫ t

0
G(t′) dt′. (3.28)
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Figure 3.3: Sampling of k-space can be performed in di�erent ways. The left
image shows a 2D Cartesian sampling pattern and the right image
shows a 2D spiral sampling pattern. Image adapted, with permission,
from [18].

We also introduce the local normalized spin density

ρ(r) =
Mxy(r, 0)∫
Mxy(r, 0)dr

. (3.29)

The total normalized signal S(t) can then be expressed as

S(t) =

∫
Mxy(r, t)

Mxy(r, 0)
dr = e−t/T2

∫
ρ(r)e−ik·rdr. (3.30)

For clarity, we will omit the factor e−t/T2 in what follows, so that equation
(3.30) can be written

S(k) =

∫
ρ(r)e−ik·rdr. (3.31)

This shows that what we measure is really the Fourier transform of the
normalized spin density. To create an image of ρ(r) one therefore has to
sample the signal S(k) in k-space. As shown in �gure 3.3, this can be done
in di�erent ways. The easiest way is to sample on a Cartesian grid, as the
image can then be reconstructed using the inverse Fourier transform

ρ(r) = (2π)−d/2
∫
S(k)eik·rdk, (3.32)

where d is the dimension. The traversal of k-space can be done using either
frequency encoding and/or phase encoding. Frequency encoding involves
sampling the signal at successive intervals in the presence of a read-out gra-
dient. This corresponds to moving along a continuous trajectory in k-space.
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Phase encoding is achieved by �rst applying a gradient for a time-interval,
during which the spins acquire a phase according to equation (3.27), and
then performing a measurement. This corresponds to doing a jump in k-
space.





4
Diffusion MRI

�People have now-a-days got a strange opinion that

everything should be taught by lectures. Now, I

cannot see that lectures can do so much as reading

the books from which the lectures are taken.�

Dr. Samuel Johnson (1709�1784)

That di�usion would a�ect nuclear magnetic resonance measurements was
realized already in 1950, when the idea of spin echoes was �rst proposed
[27]. This is possible because nuclear spins have a phase that is determined
by the history of the magnetic �eld they have experienced. Conversely, by
manipulating the applied magnetic �eld, di�usion MRI (dMRI) serves as
a probe of molecular motion. An interesting feature of di�usion MRI is
that the scale of what is measured is determined by how far the molecules
di�use during an experiment�not by the resolution in the reconstructed
image. In a typical dMRI experiment, the characteristic di�usion length
is in the micrometer range, same as the order of cell sizes. This is why
di�usion MRI is sometimes referred to as microstructure imaging.

This chapter covers the underlying principles of molecular translational mo-
tion and outlines how magnetic resonance can reveal those dynamics.

4.1 Di�usion

The internal energy of a substance is stored in the molecular motion of its
constituent particles. We call this heat, and measure it using temperature.
Under normal circumstances�when the temperature is not near absolute
zero�a particle chosen at random will almost surely be on the move. A
common misconception is that this particle's motion is random. It is not.
It follows the reversible laws of mechanics, which means that reversing time
would still produce a physically allowable motion. On the other hand, the
particle density in a liquid substance makes molecular collisions inevitable.
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So, if you sample the particle's position at a time scale much larger than
the time scale of molecular collisions, you can e�ectively treat the motion as
random. The probability to move from a point r0 at time t0 to a point r at a
later time t can then be expressed as a conditional probability distribution
P (r, t|r0, t0), which is referred to as the propagator. In a homogeneous
medium, the propagator obeys the di�usion equation [14],

∂

∂t
P (r, t|r0, t0) = D∇2

rP (r, t|r0, t0), (4.1)

where D is a constant known as the di�usivity. Given the initial position
of a particle, P (r, t|r, t0) = δ(r− r0), the solution to equation (4.1) is

P (r, t|r0, t0) = (4πDt)−3/2 exp

(
−(r− r0)2

4Dt

)
. (4.2)

This is also known as the fundamental solution, or Green's function, of the
homogeneous di�usion equation.

At a fundamental level, the propagator depends on two opposing phenom-
ena: the particle's limited kinetic energy, which restricts the distance it
may travel (on average), and the increase in the possible number of tra-
jectories that the particle can follow as the distance increases (e�ectively
the entropy). This balance is exactly what the thermodynamic potential
called the free energy describes. At equilibrium, the free energy is mini-
mal [11]. By considering a small displacement of a particle in a system at
equilibrium, Einstein was able to show [13, 17] that D = kBT/ζ, where kB
is Boltzmann's constant, T is the temperature and ζ is a property of the
medium.

4.1.1 Statistical ensembles

In statistical physics, the concept of a statistical ensemble plays a key role.
A statistical ensemble is the set of all replicas of the system, representing
every possible state that the real system might be in. In other words, a
statistical ensemble is a probability distribution for the state of the system.
A system is said to be stationary if the probabilities of the ensemble states
do not change with time. Given the ensemble of a system, it is possible to
calculate the average value of any physical property A, as

〈A〉 =
∑
s

A(s)P (s) (4.3)

where s is a possible state with probability P (s). In this way, the ensemble
average provides a bridge between the microscopic and the macroscopic
properties of a system.
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4.2 Stochastic process

As we have seen above, the displacement of a particle from one instance
in time to another can be considered a random variable. As time evolves,
the particle will perform a sequence of random displacements. This is con-
veniently described using the concept of a stochastic process [69], which
is the random function one obtains in limit of an in�nite number of time
steps. The mean of a stochastic process x(t) is an average over the (possibly
in�nite) number of possible realizations, weighted by their corresponding
probabilities

〈x(t)〉 =

∫
x(t)Px(x) dx. (4.4)

It can thus be interpreted as the average over an in�nite number of realiza-
tions, i.e. the ensemble average. In general, the mean of a stochastic process
is a function, however, for a stationary process it has a constant value. In
that case one can subtract the mean value and it is therefore customary to
assume that the mean is zero for a stationary process.

4.2.1 Autocorrelation function

By taking n time samples, t1, . . . , tn, we may de�ne the n-th moment of the
process as follows

〈x(t1) . . . x(tn)〉 =

∫
x(t1) . . . x(tn)Px(x) dx. (4.5)

Of particular interest is the autocorrelation function,

Γx(t1, t2) =
〈

(x(t1)− 〈x(t1)〉) (x(t2)− 〈x(t2)〉)
〉

(4.6)

= 〈x(t1)x(t2)〉 − 〈x(t1)〉〈x(t2)〉. (4.7)

For a stationary process, the autocorrelation function only depends on the
time di�erence τ = |t1 − t2| and hence, assuming zero mean, its autocorre-
lation function simpli�es to

Γx(τ) = 〈x(τ)x(0)〉. (4.8)

4.2.2 Di�usivity and autocorrelation functions

From the Gaussian nature of the propagator (4.2) it follows immediately
that, in a homogeneous medium, 〈(r(t2)− r(t1))2〉 = 6Dt, and similarly in
one dimension 〈(x(t2) − x(t1)2〉 = 2Dt. This can be used to de�ne D as
follows,

D = lim
t→∞

1

2

d〈X(t)2〉
dt

, (4.9)
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where we have introduced X(t) = x(t)− x(0). Since X(t) can be expressed
in terms of the the velocity v(t) as X(t) =

∫ t
0 v(t′) dt′, we have that

d〈X(t)2〉
dt

=
d

dt
〈(
∫ t

0
v(t′) dt′)2〉 = 2〈v(t)

∫ t

0
v(t′) dt′〉 (4.10)

= 2

∫ t

0
〈v(t)v(t′)〉 dt′. (4.11)

If we also assume that the process is stationary, then

2

∫ t

0
〈v(t)v(t′)〉 dt′ = 2

∫ t

0
〈v(τ)v(0)〉dτ = 2

∫ t

0
Γv(τ) dτ. (4.12)

So, under the assumption of stationarity, equation (4.9) can be written in
terms of the velocity autocorrelation function as

D = lim
t→∞

∫ t

0
Γv(τ) dτ. (4.13)

This result suggest that it may be useful to consider the time-dependent
quantity

D(t) =

∫ t

0
Γv(τ) dτ (4.14)

which has been termed the instantaneous di�usivity [51, 52]. The same
authors also refer to the frequency domain counterpart of the velocity au-
tocorrelation function,

D(ω) =

∫ ∞
0

Γv(τ)eiωτdτ =
1

2

∫ ∞
−∞

Γv(τ)eiωτdτ (4.15)

as the dispersive di�usivity. Here, the factor 1/2 is due to causality: a
reponse follows an excitation and cannot precede it, i.e. τ ≥ 0.

4.2.3 The di�usion tensor

The de�nition of the di�usivity (4.13) is straightforward to generalize to the
case of anisotropic di�usion, i.e. when the di�usivity is di�erent in di�erent
directions. This is done by overloading D to also mean the di�usion tensor

D =

Dxx Dxy Dxz

Dyx Dyy Dyz

Dzx Dzy Dzz

 , (4.16)

with elements de�ned as

Dαβ = lim
t→∞

1

2

d〈Xα(t)Xβ(t)〉
dt

(4.17)

= lim
t→∞

∫ t

0
〈vα(τ)vβ(0)〉 dτ. (4.18)
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Clearly, D is always symmetric. Whether D refers to a scalar or a ten-
sor should be clear from the context. The observation that di�usion is
anisotropic in nerve tissue has been one of the main reasons for the interest
in di�usion MRI [7, 8, 35, 41].

4.3 Measuring di�usion with MRI

In section 3.4 of the previous chapter, we saw that the addition of a spa-
tially varying magnetic �eld G made the precession frequency vary spatially,
according to

ω(r) = γ(B0 + r ·G). (4.19)

Furthermore, we stated that, over time, a spin at position r would acquire
a phase shift with respect to the rotating frame, given by

Φ(r, t) =

∫ t

0
γr ·G(t′) dt′ = r · γ

∫ t

0
G(t′) dt. (4.20)

We will now revise that statement, because what has tacitly been as-
sumed is that the spin is stationary and�given what we have learned about
di�usion�we know better! To be clear about this distinction we will, in
accordance with [13], henceforth use g(t), instead of G(t), to denote a
time-varying gradient that is used to encode for motion. Moreover, we will
include any spin reversals due to RF pulses through a sign change in g(t),
so that it represents the e�ective gradient experienced by the spins. The
di�usion measurements we will consider typically involve some type of echo
(cf. section 3.3.2), which means that at the echo time, TE , we have that∫ TE

0 g(t′) dt′ = 0.

To measure the total magnetization, it is convenient to use the concept of a
spin packet, which is de�ned as all spins excited at a given point r0 at the
initial time moment t = 0. At a later time t, the contribution to the signal
from a spin packet is given by

S(r0, t) = ρ(r0)

〈
exp

(
iγ

∫ t

0
g(t′) · r(t′)dt′

)〉
exp (−t/T2) , (4.21)

where the ensemble average is a sum over the in�nite number of possible
trajectories of a di�using particle starting at r0 and di�using for a time t.
This equation is fundamental to di�usion MRI and we will have reason to
return to it on multiple occasions.

The total signal is found by integrating over all starting positions,

S(t) =

∫
S(r0, t) dr0. (4.22)
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4.3.1 Eulerian and Lagrangian description of �ow

There are two complementary ways of describing �ow [40]. In the La-
grangian description, particles are followed as they move through a �ow
�eld. As a particle moves, its velocity will �uctuate, and can thus be con-
sidered a stochastic process. In the Eulerian description, a �ow's charac-
teristics is monitored at �xed locations and can therefore be expected to
vary smoothly in most cases. In light of these de�nitions, it is clear that
the ensemble average (4.21) is formulated using a Lagrangian perspective.

4.3.2 The Bloch-Torrey equation

Suppose instead that we consider the transverse magnetization m(r, t) at
a �xed point in space, i.e. using an Eulerian description. The ensemble
average then amounts to an integral over the spatial dimensions. From this
perspective, it can be shown [68], that the time-evolution of the magneti-
zation can be described by incorporating a di�usion term into the Bloch
equation so that, in the rotating frame,

∂m

∂t
= ∇ ·D(r)∇m− iγg · r− m

T2
. (4.23)

This is referred to as the Bloch-Torrey equation. In a theoretical analysis,
the transverse relaxation is often neglected. To see why, we make the ansatz
m(r, t) = m̃(r, t)e−t/T2 , and insert in the Bloch-Torrey equation. This
yields,

∂m̃

∂t
− m̃

T2
= ∇ ·D(r)∇m̃− iγg · r− m̃

T2
(4.24)

⇐⇒ ∂m̃

∂t
= ∇ ·D(r)∇m̃− iγg · r. (4.25)

So, when we are only interested in the e�ects of the applied gradient it is
common to normalize the signal to the case g(t) = 0. This is de�ned as the
normalized echo amplitude,

E(t) =
S(t)g(t)6=0

S(t)g(t)=0
. (4.26)

In a few cases, the Bloch-Torrey equation can be solved analytically. One
such case is for a constant scalar di�usivity D. Then, the ansatz

m(r, t) = A(t) exp

(
−iγr ·

∫ t

0
g(t′) dt′

)
exp(−t/T2), (4.27)

reduces the Bloch-Torrey equation to an ordinary di�erential equation for
A(t). This, in turn, is solved by

A(t) = exp

(
−D

∫ t

0
q(t′)Tq(t′) dt′

)
, (4.28)
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where we have introduced

q(t) = γ

∫ t

0
g(t). (4.29)

Note that at the echo center, the complex exponential in equation (4.27)
disappears, and the normalized echo amplitude is thus

E(TE) = exp

(
−D

∫ TE

0
q(t′)2 dt′

)
. (4.30)

Following an identical line of reasoning, one may show [13] that in the case
of a constant di�usion tensor

E(TE) = exp

(
−
∫ TE

0
q(t′)TD q(t′) dt′

)
. (4.31)

Paper III describes a method of numerically optimizing the gradient wave-
form g(t) (or, equivalently, q(t)) to achieve maximum di�usion weighting
subject to constraints imposed by the MR scanner.

4.4 The Stejskal-Tanner experiment

In 1965, Stejskal and Tanner demonstrated [62] what remains to this day the
predominant di�usion measurement using magnetic resonance: the pulsed
�eld gradient (PFG). Figure 4.1 shows an example of a PFG sequence that
uses a spin echo. Although details in the implementation may vary, the main
characteristic of a PFG measurement it that the e�ective gradient sequence
consists of two blocks of equal magnitudes but opposite directions. The
gradient sequence can thus be written

g(t) =


−g t1 ≤ t ≤ t1 + δ

g t1 + ∆ ≤ t ≤ t1 + ∆ + δ

0 otherwise

. (4.32)

Inserting this into (4.31), we �nd that the signal at the echo time is given
by

EPFG(TE) = exp
(
−γ2δ2(∆− δ/3)gTDg

)
(4.33)

For this reason, the echo attenuation (di�usion weighting) is often expressed
using the b-value, de�ned as

b = γ2‖g‖2δ2(∆− δ/3). (4.34)

Obviously, this de�nition presupposes that a PFG sequence is used.

By repeating the PFG experiment with di�erent gradient directions, it is
possible to estimate the full di�usion tensor. This is referred to as di�usion
tensor imaging (DTI) [7].
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Figure 4.1: The single pulsed �eld gradient experiment�the mainstay of di�u-
sion MRI. The top line shows the RF excitations, the middle line the
actual gradient sequence applied and the bottom line the e�ective
gradient sequence (with sign change at 180◦ pulse).
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4.4.1 The narrow pulse approximation

When the di�usivity is not constant it is in most cases impossible to obtain a
closed form solution to the Bloch-Torrey equation. An important exception
is for a PFG experiment where the gradient duration δ is so short that
motion during its application can be neglected. This is referred to as the
narrow pulse approximation. Mathematically, it implies that the gradient
sequence can be approximated as the sum of two Dirac pulses

g(t) = q [δ(t− (t1 + ∆))− δ(t− t1)] , (4.35)

where, in this expression, q = γδg is a constant. This notation may be
confusing, but the reason we use it anyway is that imaging under the narrow
pulse approximation has an established name: q-space imaging. Referring
back to equation (4.21), the contribution to the signal from a spin-packet
subject to this gradient sequence is

S(r0, TE) = ρ(r0)
〈
eiq·(r(t1+∆)−r(t1))

〉
e−TE/T2 . (4.36)

So, the ensemble average over the whole stochastic process r(t) is e�ectively
reduced to an average over the di�erence at the two sample times t = t1
and t = t1 + ∆. To simplify, we let r1 = r(t1), r2 = r(t1 + ∆) and
R = r(t1 + ∆)− r(t1). Further we de�ne the average propagator,

P̄ (R,∆) =

∫
P (r1 + R |r1)P (r1)dr1. (4.37)

This allows us to write

E(q,∆) =

∫
S(r0, TE)dr0∫

ρ(r0)e−TE/T2dr0
=
〈
eiq·(r2−r1)

〉
(4.38)

=

∫ ∫
P (r1, r2)eiq·(r2−r1)dr1dr2 (4.39)

=

∫ ∫
P (r2 |r1)P (r1)eiq·(r2−r1)dr1dr2 (4.40)

=

∫ (∫
P (r1)P (r1 + R |r1)dr1

)
eiq·RdR (4.41)

=

∫
P̄ (R)eiq·RdR. (4.42)

In other words, the echo amplitude in a q-space imaging experiment is
nothing but the Fourier transform of the average propagator (4.37). This
holds true without any assumptions on the underlying di�usivity. In the
case of a constant di�usion tensor, the echo amplitude can also be expressed
as in (4.33), which in the narrow pulse approximation is modi�ed to read

E(TE) = exp
(
−γ2δ2∆gTD g

)
= exp

(
−∆qTD q

)
. (4.43)
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This allows us to determine the average propagator by inverse Fourier trans-
forming equation (4.42), which gives

P̄ (R,∆) =
1

(4π∆)3/2|D|1/2
exp

(
1

4∆
RTD−1R

)
. (4.44)

In other words, it is the same as the propagator for free di�usion (4.2)
(modi�ed to an anisotropic medium). This is perhaps not surprising�the
assumption that the di�usion tensor is constant implies, after all, that the
propagator is everywhere the same.

In the limit ‖q‖ → 0, a Taylor expansion of equation (4.42) gives

E(q,∆) ≈
∫
P̄ (R)(1 + iq ·R− 1

2
(q ·R)2)dR. (4.45)

If there is no net �ow the linear term disappears, and we have that

E(q,∆) ≈ 1− ‖q‖
2

2

∫
P̄ (R)(q ·R)2dR = 1− 1

2
〈(q ·R)2〉. (4.46)

This means that�given that the narrow pulse approximation is valid�the
low q-regime can be used to estimate the mean-square displacement.

4.4.2 The apparent di�usion coe�cient

Most of the results derived up to this point have assumed that the di�using
particles are free to move without surfaces or boundaries restricting them.
In such cases we expect that the average propagator is a Gaussian, as shown
in the previous section. When di�usion is restricted, this is no longer true.
Of course it is still possible to �t the echo amplitude with an expression
of the form e−bDapp , and many people do, but the precise meaning of the
apparent di�usion coe�cient Dapp (also known as ADC) is in most cases
unclear [24]. The apparent di�usion coe�cient is not an intrinsic property
of the medium, but depends on the details of the experiment. Thus, report-
ing the value of Dapp without an accurate description of the experimental
procedure is, strictly speaking, nonsensical. Nevertheless, use�and often
misuse�of the apparent di�usion coe�cient is widespread in the clinical
MRI literature [24, 71].
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